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Recently, New York Governor Kathy Hochul proposed sweeping artificial intelligence (AI) regulatory 

measures intended to protect against untrustworthy and fraudulent uses of AI. Presented as part of 

her FY 2025 Executive Budget, the bill would amend existing penal, civil rights and election laws—

establishing a private right of action for voters and candidates impacted by deceptive AI-generated 

election materials and criminalizing certain AI uses, among other measures. Governor Hochul’s 

proposals are part of a wider trend of governors and state lawmakers taking more expansive 

measures to regulate AI that deserve attention from businesses developing and using AI.  

In 2023, legislators in 31 states introduced at least 191 AI-related bills—a 440 percent increase 

from 2022—but only 14 of the bills became law, according to an analysis from BSA | The Software 

Alliance. This year, across the country, state leaders are introducing legislation and taking 

executive actions related to AI at a rapid pace.  

State legislatures and governors have, so far, enacted regulations that have sought to address 

certain use cases for AI and to prepare states to regulate AI in the future. While no state has 

passed a comprehensive AI law and there remains very little AI-specific law on the books, that 

could change in 2024. Given that only 10 states have divided governments this year, there is the 

potential for more legislative proposals to be successful.  

Meanwhile, at the federal level, on October 30, 2023, the Biden Administration issued its Executive 

Order on the Safe, Secure, Trustworthy Development and Use of Artificial Intelligence, establishing 

an effort across the federal government to guide the development and implementation of AI in the 

United States. Despite the potential for this move to drive federal regulation and policy, there have 

been few comprehensive federal proposals, and it is unlikely that we will see major legislation given 

that it is an election year.  

The unlikelihood of comprehensive federal legislation directed at AI combined with the 
surge of activity at the state level raises the potential for companies to soon find themselves 
dealing with a patchwork of AI laws that are potentially inconsistent or otherwise difficult to 

 

https://www.budget.ny.gov/pubs/archive/fy25/ex/30day/ted-artvii-newpart-mm.pdf
https://www.bsa.org/files/policy-filings/09222023statelegai.pdf
https://www.bsa.org/files/policy-filings/09222023statelegai.pdf
https://www.wilmerhale.com/insights/client-alerts/20231106-president-bidens-executive-order-sets-ambitious-agenda-for-ai-development-and-use
https://www.wilmerhale.com/insights/client-alerts/20231106-president-bidens-executive-order-sets-ambitious-agenda-for-ai-development-and-use
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navigate and comply with. This is what happened with privacy law: the federal government failed 

to pass a comprehensive privacy law, Europe passed the General Data Protection Regulation and 

states have swept in to fill the vacuum. There are now 14 state legislatures that have passed their 

own comprehensive privacy laws, with more expected this year. The European Union’s Artificial 

Intelligence Act will put added pressure on states to regulate the technology quickly and in a 

meaningful way. Organizations need to understand how these issues are playing out at the state 

level, understand the concerns that are driving legislators and state executive branches to act, and 

anticipate how these concerns should be reflected in any AI governance programs that they are 

building.  

State governments have taken note of this potential for jurisdictional conflicts. An informal 

bipartisan group of more than 60 state legislators from nearly 30 states is working to avoid 

inconsistent regulations that could stifle innovation and overly burden industry. Led by Connecticut 

State Senator James Maroney (D), the group has heard from experts, reviewed existing 

frameworks and discussed ideas.1 

Below is a snapshot of state activity that our lawyers are tracking and advising our clients on. 

I. Preparing to Regulate AI 

Several states have worked to understand AI and prepare themselves to regulate in the future by 

establishing task forces, working groups, audits and other projects/institutions. Often, these groups 

are tasked with submitting reports containing policy recommendations. At least 18 states 

established groups to study AI through either legislation or executive orders. 

A. Legislation 

Eleven states—Alabama, California, Colorado, Connecticut, Illinois, Louisiana, New Jersey, 

North Dakota, Texas, Vermont and Washington—have enacted laws that delegate research 

obligations to government or government-organized entities, such as a temporary task force, to 

learn about AI, its potential consequences and the role for policymakers. These laws generally 

delegate research obligations to government-organized entities and subject-matter experts, to 

create temporary working groups.  

Some laws require these groups to submit reports with policy recommendations and could lead 

to regulations or a more concrete regulatory framework. For instance, in June 2023, 

Connecticut enacted legislation creating a working group. Among this group’s responsibilities 

was to make recommendations on AI legislation in a report, which it released at the start of 

February 2024. A few weeks later, on February 21, Connecticut state legislators introduced SB 

 
1 Caitlin Andrews, What’s next for US state-level AI legislation, IAPP (Nov. 3, 2023), 
https://iapp.org/news/a/whats-next-for-us-state-level-ai-legislation/.  

https://legiscan.com/AL/bill/SB78/2021
https://legiscan.com/CA/bill/AB485/2019
https://legiscan.com/CO/bill/SB113/2022
https://legiscan.com/CT/bill/SB01103/2023
https://legiscan.com/IL/bill/HB0645/2021
https://legiscan.com/LA/bill/SCR49/2023
https://legiscan.com/NJ/bill/S2723/2020
https://legiscan.com/ND/bill/HB1003/2023
https://legiscan.com/TX/bill/HB2060/2023
https://legiscan.com/VT/bill/H0410/2021
https://legiscan.com/WA/bill/SB6544/2017
https://www.cga.ct.gov/gl/tfs/20230720_Task%20Force%20to%20study%20A.I.,%20and%20develop%20an%20A.I.%20bill%20of%20rights/20240201/CT%20AI%20Working%20Group%20Report.pdf
https://www.cga.ct.gov/2023/act/pa/pdf/2023PA-00101-R00SB-00002-PA.pdf
https://iapp.org/news/a/whats-next-for-us-state-level-ai-legislation/
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2—a sweeping bill that, among other measures, seeks to prohibit the distribution of deceptive 

political deepfakes and revenge pornography and establish requirements on the 

implementation of AI systems in decision-making related to areas such as employment, 

government services, financial services, housing and healthcare. If passed, SB 2 could serve 

as model legislation for other states regulating AI. Similarly, Wisconsin lawmakers passed 

several bills last month that resulted from the work of bipartisan task forces. 

B. Executive Orders 

Meanwhile, governors from 11 states have issued executive orders establishing task forces or 

using already existing government agencies to direct guidance on AI regulation, with 

Massachusetts being a recent example. 

On February 14, 2024, Massachusetts Governor Maura Healey signed an executive order 

establishing the Artificial Intelligence Strategic Task Force (Task Force). The 26-member Task 

Force will consist of representatives from the state and local government, organized labor 

groups and sectors like higher education, life sciences, finance, healthcare and technology. 

The Task Force will meet at least once a month to study AI’s impact on areas ranging from 

state agencies to private businesses. Moreover, the Task Force will advise Governor Healey to 

ensure Massachusetts supports AI-focused startups, promotes the creation of AI-related jobs, 

and enacts policies concerning AI development and regulation. Following this executive order, 

Governor Healey will also seek $100 million in upcoming legislation to support AI adoption and 

application in the state government and in Massachusetts’ private sectors. And at the Boston 

Chamber of Commerce breakfast on February 27, Governor Healey emphasized how, much 

like the state was the life sciences center in the 2000s, Massachusetts can become the center 

of AI development. 

As with privacy law, California is among the leaders in AI regulation. On September 6, 2023, 

California Governor Gavin Newsom issued an executive order (Order) concerning generative 

AI. The Order enlisted existing government agencies to draft a report on the beneficial uses 

and potential risks of generative AI use in state agencies. By November 2023, the California 

Government Operations Agency released a report that identified six ways the government can 

use generative AI, while also discussing the various risks generative AI presents.  

The Order also calls for risk assessments concerning the use of generative AI in California’s 

energy infrastructures and in “high-risk cases,” such as decision-making for essential goods 

and services. The Order delegates state agencies to create guidelines on the implementation 

of generative AI, including training for state employees to use these technologies. Lastly, the 

Order directs that legal counsel in all state agencies review regulatory issues concerning the 

development and implementation of generative AI.  

https://www.cga.ct.gov/2023/act/pa/pdf/2023PA-00101-R00SB-00002-PA.pdf
https://www.mass.gov/doc/executive-order-629/download
https://www.gov.ca.gov/wp-content/uploads/2023/09/AI-EO-No.12-_-GGN-Signed.pdf
https://www.govops.ca.gov/wp-content/uploads/sites/11/2023/11/GenAI-EO-1-Report_FINAL.pdf
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Governors in Alabama, Maryland, New Jersey, Oklahoma, Oregon, Pennsylvania, Virginia, 

Washington and Wisconsin have also issued executive orders that either establish AI task 

forces or call on existing government agencies to study and facilitate the implementation of AI 

in the government and to offer regulatory guidance on AI. 

II. Regulating AI 

State legislatures are currently regulating AI in two primary ways: (1) incorporating AI provisions 

into privacy laws and (2) developing AI-specific rules for certain use cases. Of the 20 AI-related 

laws enacted in 2023, six represent state comprehensive privacy laws that allow residents to opt 

out of “profiling” in furtherance of certain solely automated decisions, eight focus on regulating the 

government’s use of AI, three limit the use of AI in political campaigns, and other laws tackle other 

discrete issues.  

Below are examples of state legislatures regulating—or proposing to regulate—AI through privacy 

laws and through AI-specific measures to address the use of the technology in elections, decision-

making (algorithmic discrimination), employment, healthcare and state government. 

A. Regulating AI Through Privacy Laws 

New state privacy laws, such as the California Privacy Rights Act, define “personal information” 

broadly and create compliance obligations for companies that are subject to these laws. AI 

models are frequently trained on or process personal data to provide an output. These 

compliance obligations are therefore relevant both for training AI models and for many AI use 

cases. In addition, there are 10 US state comprehensive privacy laws—either already in force 

or that will come into force in the future—that create rights for residents to opt out of “profiling” 

in furtherance of certain automatic decisions.  

Most of these laws define profiling as the “automated processing” of personal data to 

“evaluate, analyze or predict” characteristics of a person’s “economic situation, health, 

personal preferences, interests, reliability, behavior, location or movements.” In these 10 

states, residents have an opt-out right in connection with profiling used in furtherance of a 

decision that produces a legal or other similarly significant effect. Companies must also 

perform data protection impact assessments if the profiling presents a reasonably foreseeable 

risk of (1) unfair or deceptive treatment of, or unlawful disparate impact on, consumers, (2) 

financial, physical or reputational injury to consumers, (3) a physical or other intrusion on the 

solitude or seclusion, or the private affairs or concerns, of consumers, where such intrusion 

would be offensive to a reasonable person, or (4) other substantial injury to consumers. In 

Colorado, there are regulations that outline additional requirements for companies engaging in 

“Solely Automated Processing” and “Human Reviewed Automated Processing” that are used to 

make important decisions about consumers. 

https://governor.alabama.gov/newsroom/2024/02/executive-order-738/
https://governor.maryland.gov/Lists/ExecutiveOrders/Attachments/31/EO%2001.01.2024.02%20Catalyzing%20the%20Responsible%20and%20Productive%20Use%20of%20Artificial%20Intelligence%20in%20Maryland%20State%20Government_Accessible.pdf
https://nj.gov/infobank/eo/056murphy/pdf/EO-346.pdf
https://www.sos.ok.gov/documents/executive/2084.pdf
https://www.oregon.gov/gov/eo/eo-23-26.pdf
https://www.oa.pa.gov/Policies/eo/Documents/2023-19.pdf
https://www.governor.virginia.gov/media/governorvirginiagov/governor-of-virginia/pdf/eo/EO-30.pdf
https://governor.wa.gov/sites/default/files/exe_order/24-01%20-%20Artificial%20Intelligence%20%28tmp%29.pdf?utm_medium=email&utm_source=govdelivery
https://content.govdelivery.com/attachments/WIGOV/2023/08/23/file_attachments/2591849/Evers_EO211.pdf
https://oag.ca.gov/privacy/ccpa
https://www.sos.state.co.us/CCR/GenerateRulePdf.do?ruleVersionId=10872&fileName=4%20CCR%20904-3
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B. Elections—Deepfakes 

Deepfakes—or synthetic media that is either manipulated or wholly generated by AI to deceive 

or impersonate—have become a growing concern, particularly as the 2024 elections approach 

and as high-profile deepfake intimate or sexually explicit images spread. For example, just 

days before the 2024 New Hampshire primary this January, voters received an AI-generated 

robocall imitating President Joe Biden’s voice. The recording discouraged New Hampshire 

voters from voting, requesting that they save their votes for the November election. As AI 

technology improves at an unprecedented speed, states are trying to keep up and maintain 

election integrity by regulating the use of AI in elections. 

 1. Legislation 

Both political parties have become concerned about the use of AI-generated deepfakes in 

elections and their ability to be used to manipulate voters. Texas and California enacted laws in 

2019. In 2023, Michigan, Minnesota and Washington passed laws that either prohibit or limit 

the use of AI-generated deepfakes in elections or require disclosures. Liability varies among 

these laws. For instance, in Minnesota, use of a deepfake to influence an election constitutes a 

crime, whereas Washington’s law only imposes civil liability for a similar offense. All three laws 

received bipartisan support.  

As we approach November, there has been a surge in state legislators proposing similar laws. 

In the first two months of this year, legislators introduced over 50 bills that would regulate the 

use of deepfakes in elections. Like the laws passed in 2023, these proposals range from 

requiring disclosures on campaign materials using AI-generated content to prohibiting the use 

of deepfakes in campaign materials within a certain period before an election. For instance, on 

March 1, 2024, the Florida legislature approved a measure that would require a specific 

disclaimer on political advertisements created in whole or in part using generative AI. The bill 

would apply to those who pay for, sponsor or approve the advertisement. The measure would 

allow people to report potential violations to the Florida Elections Commission. Failure to 

include the disclaimer would be considered a first-degree misdemeanor, and violators would 

also be subject to civil penalties. Should Governor Ron DeSantis sign the bill, these 

requirements would be in effect on July 1, 2024. Meanwhile, Ohio’s HB 410, introduced on 

February 12, 2024, would prevent the use of deepfakes 90 days before an election when the 

purpose is to influence an election.  

In addition to election concerns, proposals address other uses of deepfakes. Minnesota’s HB 

1370, for example, would prohibit the use of deepfakes both in elections and to depict 

nonconsensual pornography. 

https://capitol.texas.gov/BillLookup/History.aspx?LegSess=86R&Bill=SB751
https://leginfo.legislature.ca.gov/faces/billTextClient.xhtml?bill_id=201920200AB730
https://www.legislature.mi.gov/(S(wx3f154nzz00vdomxe3hsi4p))/mileg.aspx?page=getobject&objectname=2023-HB-5144
https://www.revisor.mn.gov/bills/bill.php?b=house&f=HF1370&ssn=0&y=2023
https://app.leg.wa.gov/billsummary/?billNumber=5152&year=2023&initiative=False
https://www.flsenate.gov/Session/Bill/2024/919
https://search-prod.lis.state.oh.us/solarapi/v1/general_assembly_135/bills/hb410/IN/00/hb410_00_IN?format=pdf
https://legiscan.com/MN/text/HF1370/2023
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 2. Executive Actions 

As mentioned above, in her executive budget, New York’s Governor Hochul proposed 

regulations on generative AI in elections and in other contexts. This action comes after 

Governor Hochul vetoed a bill in November 2023 that would have created a commission to 

study AI before the state proposed regulations.  

Governor Hochul’s proposal would create a private right of action for both registered voters 

and candidates impacted by deceptive AI-generated images, videos and audio in election 

materials. It would also require disclosure of AI use in all forms of political communication 

within 60 days of an election.  

In addition, the proposal would expand protections against the use of deepfakes in a broader 

context. For instance, the proposal amends existing revenge porn statutes to include images, 

video and audio generated by AI. Moreover, the proposal would impose criminal liability for the 

unauthorized use of AI in impersonation, identity theft and coercion, as well as the unlawful 

dissemination of AI-generated images, videos or audio recordings. 

C. Algorithmic Discrimination 

Some studies have shown the potential for automated systems to produce inequitable 

outcomes and amplify existing bias, and states are therefore looking for ways to protect 

individuals against “algorithmic discrimination,” or an automated decision tool’s differential 

treatment of or impact on an individual or group based on their protected class. Although AI 

generally is of bipartisan concern, efforts to address algorithmic discrimination tend to receive 

Democratic support. Legislatures in the District of Columbia, California, Connecticut, Hawaii, 

Illinois, New Jersey, New York, Oklahoma, Rhode Island, Vermont, Virginia and Washington 

are currently considering bills that would impose varying obligations on those that create these 

tools (developers) and/or those that use these tools (deployers) to minimize the risk of the 

potentially discriminatory impact of these tools. Many of these bills are modeled after one 

another. 

The bills generally target tools that might result in “consequential decisions” around people’s 

rights and opportunities, such as employment, education, housing, healthcare or health 

insurance, and financial services. Some bills, such as Connecticut’s SB 2, impose different 

obligations for “general,” “generative” and “high-risk” AI systems.  

Among other safeguards such as governance and disclosure requirements, all the bills require 

some form of impact assessment. Often, they require that those assessments be made 

available to government agencies and/or the public. Under California’s AB 2930, for example, 

the impact assessments would provide an analysis of the potential adverse impacts on 

protected classes, a description of the safeguards or measures that have been or will be 

https://www.budget.ny.gov/pubs/archive/fy25/ex/30day/ted-artvii-newpart-mm.pdf
https://legiscan.com/DC/drafts/B25-0114/2023
https://leginfo.legislature.ca.gov/faces/billNavClient.xhtml?bill_id=202320240AB2930
https://www.cga.ct.gov/2024/TOB/S/PDF/2024SB-00002-R01-SB.PDF
https://www.capitol.hawaii.gov/sessions/session2024/bills/HB1607_.HTM
https://www.ilga.gov/legislation/BillStatus.asp?DocNum=5116&GAID=17&DocTypeID=HB&SessionID=112&GA=103
https://www.njleg.state.nj.us/bill-search/2022/S1402
https://www.nysenate.gov/legislation/bills/2023/S2277#:%7E:text=Enacts%20the%20%22digital%20fairness%20act%22%3B%20requires%20any%20entity%20that,practices%20relating%20to%20targeted%20advertising.
http://webserver1.lsb.state.ok.us/cf_pdf/2023-24%20INT/hB/HB3835%20INT.PDF
https://webserver.rilegislature.gov/BillText/BillText24/HouseText24/H7521.pdf
https://legislature.vermont.gov/Documents/2024/Docs/BILLS/H-0710/H-0710%20As%20Introduced.pdf
https://lis.virginia.gov/cgi-bin/legp604.exe?241+ful+HB747H1
https://lawfilesext.leg.wa.gov/biennium/2023-24/Pdf/Bills/House%20Bills/1951.pdf?q=20240213014128
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implemented to address reasonably foreseeable risks of algorithmic discrimination, and a 

description of how a human will use or monitor the tool as well as how the tool has been or will 

be evaluated for validity or relevance, in addition to other requirements. 

Most of these proposals would not allow individuals to sue businesses for discrimination. A 

prominent example is California’s AB 2930, which was recently introduced without earlier 

language that would have allowed for a private right of action. Instead, only the state attorney 

general and public attorneys would be able to file suits, while the Civil Rights Department 

would be able to investigate allegations of discrimination. 

D. Automated Employment Decision-Making 

Combating algorithmic discrimination in hiring and employment decisions has also been a 

specific focus at the state and local levels.  

Laws regulating the use of AI in hiring were on the books even before this recent surge in 

attention on AI. Both Illinois’ Artificial Intelligence Video Interview Act and Maryland’s H.B. 1202 

regulate the use of facial recognition/video analysis tools during preemployment interviews 

unless informed consent is obtained first.  

New York City was the first major jurisdiction to require a bias audit. Enacted in 2021 and 

effective as of July 5, 2023, the New York City Automated Employment Decision Tools Law 

prohibits employers and employment agencies from using automated employment decision 

tools (AEDTs) unless (1) the tool has been subjected to a bias audit within a year of its use or 

implementation, (2) information about the bias audit is publicly available, and (3) employers 

provide certain written notices to employees or job candidates.  

The law’s definition of an AEDT includes any automated process that either replaces or 

substantially assists discretionary decision-making for employment decisions. An automated 

process that screens resumes and schedules interviews based on such screening would be 

subject to the law’s requirements, for example. But an automated process that simply transfers 

information from a resume to a spreadsheet would not be subject to the law’s requirements. 

More recently, several states—including Massachusetts, New Jersey, New York, Vermont and 

Washington—introduced bills targeting AEDTs. Although there are some differences between 

these bills, they generally would require employers to provide written disclosure to employees 

before using AI or generative AI to make employment-related decisions. And, like other 

automated decision tools, AEDTs would have to go through regular impact assessments or 

bias audits. Under some bills, including New York’s S7623A, employers could not rely “solely” 

on automated tools to make hiring, promotion, termination, disciplinary or compensation 

decisions. 

https://leginfo.legislature.ca.gov/faces/billNavClient.xhtml?bill_id=202320240AB2930
https://www.ilga.gov/legislation/ilcs/ilcs3.asp?ActID=4015&ChapterID=68
https://mgaleg.maryland.gov/2020RS/Chapters_noln/CH_446_hb1202t.pdf
https://codelibrary.amlegal.com/codes/newyorkcity/latest/NYCadmin/0-0-0-135839
https://malegislature.gov/Bills/193/H1873
https://www.njleg.state.nj.us/bill-search/2022/A4909
https://www.nysenate.gov/legislation/bills/2023/S5641
https://legislature.vermont.gov/bill/status/2024/H.114
https://app.leg.wa.gov/billsummary?BillNumber=6299&Year=2023&Initiative=false
https://www.nysenate.gov/legislation/bills/2023/S7623/amendment/A
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E. Healthcare 

In 2023, at least 11 states considered legislation related to the use of AI in physical and mental 

health services, according to a report from the National Conference of State Legislatures. 

Proposed legislation on AI in the healthcare sector falls into two primary categories: clinical use 

and use by insurers.   

 1. Clinical Use 

Georgia was one of the first states to expressly permit the use of AI in a clinical setting. 

Enacted on May 2, 2023, and effective on July 1, 2023, Georgia’s HB 203 allows the use of an 

“assessment mechanism,” including AI devices, to conduct eye assessments. However, HB 

203 requires that data from these eye assessments are not the sole basis for issuing a 

prescription. HB 203 also requires that before using an assessment mechanism, prescribers 

ensure the patient had a traditional eye exam in the past two years. Massachusetts, Rhode 

Island and Texas also proposed legislation regulating the use of AI in mental health services. 

Although these bills failed in Massachusetts and Texas, Rhode Island recommended further 

study on the measure.  

While some states are seeking ways to implement AI in the healthcare sector, others are 

legislating to restrict its use. For instance, Maine and Illinois introduced bills that would require 

healthcare facilities to defer to a nurse’s judgment over any decision made by AI. 

 2. Use by Insurers 

Meanwhile, state legislation concerning insurers’ use of AI has so far focused on preventing 

discrimination or increasing transparency. For instance, on February 17, 2023, California 

introduced a bill that would prevent healthcare service plans or insurers from discriminating “on 

the basis of race, color, national origin, sex, age, or disability through the use of clinical 

algorithms in its decisionmaking.” Meanwhile, Oklahoma’s proposed bill HB 3577, introduced 

on February 5, 2024, would require health insurers to disclose on their websites use of AI 

algorithms and to submit any AI systems to the state’s department of insurance for review. 

These measures bolster any requirements put forward by state insurance regulators, though to 

date only Colorado has formal regulations in place for AI use in the life insurance industry 

specifically.  

Moving forward, state regulators may look to the model bulletin on the use of AI in insurance 

adopted by the National Association of Insurance Commissioners in December 2023. The 

bulletin, which is intended to be adopted by individual state insurance departments, sets 

expectations for how insurers should govern the development and use of AI technologies and 

outlines information that regulators would be able to request from an insurer regarding its use 

of AI during an investigation. 

https://www.ncsl.org/technology-and-communication/artificial-intelligence-2023-legislation
https://legiscan.com/GA/bill/HB203/2023
https://malegislature.gov/Bills/193/H1974
https://webserver.rilegislature.gov/BillText23/HouseText23/H6285.pdf
https://webserver.rilegislature.gov/BillText23/HouseText23/H6285.pdf
https://legiscan.com/TX/drafts/HB4695/2023
https://custom.statenet.com/public/resources.cgi?id=ID:bill:ME2023010S656&ciq=ncsl&client_md=6b95528a14480a5e90a2eeb4d9670143&mode=current_text
https://custom.statenet.com/public/resources.cgi?id=ID:bill:IL2023000H3338&ciq=urn:user:PA6792530&client_md=a571001c707a5d44649c2f825674a3f5&mode=current_text
https://leginfo.legislature.ca.gov/faces/billAnalysisClient.xhtml?bill_id=202320240AB1502
https://legiscan.com/OK/text/HB3577/2024
https://www.sos.state.co.us/CCR/GenerateRulePdf.do?ruleVersionId=11153&fileName=3%20CCR%20702-10
https://content.naic.org/sites/default/files/inline-files/2023-12-4%20Model%20Bulletin_Adopted_0.pdf
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F. AI in State Government 

Several measures by state legislatures and executive branches focus on AI’s implementation 

in state governments. These measures are relevant for private businesses that conduct 

business with states and for understanding where regulations may be headed more broadly.  

For example, under a law passed in Connecticut last year, neither any state agency nor the 

Judicial Department can implement any AI systems that result in any unlawful discrimination or 

disparate impact, and no state agency may enter into any contract with a business unless the 

contract contains a provision requiring compliance with all applicable data privacy provisions.  

Similarly, Washington Governor Jay Inslee’s January 30, 2024, executive order requires 

vendors of government agencies to follow the National Institute for Science and Technology’s 

AI Risk Management Framework. Moreover, Virginia Governor Glenn Youngkin’s executive 

order enacted the AI Policy Standards and AI Information Technology (IT) Standards. The AI 

Policy Standards call for rigorous vetting of AI vendors used by state agencies. Meanwhile, the 

AI IT Standards set out specific design, business and security requirements for AI systems 

used by state agencies and suppliers, or third parties acting on their behalf. 
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